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Siemens Medical Solutions

> Siemens Medical Solutions employs more than 36,000
people in over 130 countries and is a key business unit of
Siemens AG, a leading global electronics and engineering
company.

> Qver fifteen years of virtualization experience on different
technical platforms

> 8 Virtual Center
> Qver 80 ESX Hosts

> Approximately 500 Virtual Machines of varying types...
(Infrastructure, Applications, and Database Servers)
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Some of the Things We Will Be Covering

> Common Virtualization Myths and Perceptions
> The Virtualization Timeline

> Definition of Each Timeline Phase

> Forming the Virtualization Core Team

> Necessary Perspectives for Virtualization

> Considerations for Different Timeline Phases

> Building the Virtualization Center of Competency

> Taking the Pulse of the Virtual Environments

> |dentifying Hot Spots and Atypical Behavior
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Common Virtualization Myths and Perceptions

>
>
>
>
>
>
>
>
>
>
>
>

“I can do it all myself!”

“I'm a technician, | don’t need to get involved in the business side.”

“I don’t need to get buy-in.”

“Virtualization gives you more resources then a physical system.”
“The virtual platform can’t handle database servers.”

“I don’t have to worry about the other stuff, | can just do ESX.”

“We can continue to keep throwing hardware\resources at problems.”
“Storage is storage, and networking is networking, it works the same.”
“I don’t see any errors (on the switch, frame, etc.) it must be the host.”
“Everyone knows that virtualization is an intuitively cheaper solution.”
“I don’t need education on virtualization, | can just do it.”

“It's okay to ‘Set it and Forget it’ once the workload is virtualized.”
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Virtualization Timeline

Each Center of Competency

Init_ial Pl:nas?s of Now Trained in Virtualization
Virtualization Asset Management

Implemented by Capacity Planning
Core Team Networking
Performance
Processes
Procurement
Security
Storage
Virtualization

m Initial Build ] Initial Load] Build Out Operationalization
VCoC Presentation (Who, When, Why, How)

Practical Versus Perfect Presentation (When, What, How)

Infrastructure
Virtualization
Sneakerware

Core Team Launched
VCoC Launched

<World Class Implementation

<
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Definition of Each Timeline Phase

» Start-u P. This phase includes the initial design, strategies, resource
allocation, and consensus gathering prior to the actual build.

» Initial Build: This phase forms the foundation for your deployment of the
first Virtual infrastructure, The number and size of the ESX Hosts, LUNS,
Networking, etc., vary per site but are all key to a successful build out.

»Initial Load: This phase places an initial workload on the virtual
infrastructure. It includes a burn in process, guest to host ratio establishment,
and increasingly heavy, heterogeneous workload.

»Build Out: This phase is process of scaling up the deployment of your
virtual infrastructure, expertise, and staff to accommodate the business needs.

» Operationalization: This is the steady state phase of training, support
and turn over of the day to day operations to the support teams (a.k.a.
mainstreaming)

I
m Initial Build ] Initial Load Build Out __ Operationalization

Virtualization Timeline
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Forming the Virtualization Core Team

This is the core team involved with initial implementation. They are the
keys to your virtualization success. Their strengths are in:

> |Infrastructure

m  Storage

W Networking

W Hardware Configurations
> Virtualization

m  ESX Deployment

M Virtual Center Operation

®  Performance

W Security

> Sneakerware

m A willingness to track down (via sneakerware) any help needed or do any task in order to
keep the project on schedule an

B Good communications and teaching skills

Start-Up
\"

irtualization Timeline
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Some Best Practices from Other Platforms to Apply

Capacity Planning and Reporting

Change Management

File Backup and Recovery Standardization

Financial Targets with Quantifiable/Measurable Metrics
Hardware Monitoring and Alert Notification
Performance Monitoring and Reporting

Recovery Point and Recovery Time Options
Repeatable Processes

Security Role Classification and Assignment

>
>
>
>
>
>
>
>
>
>

Service Level Agreements with Customers and Vendors

Start-Up

Virtualization Timeline
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Necessary Perspectives for Virtualization - SAN

Points

The Core Team (and subsequent VCoC) needs to embrace some new
and old perspectives on established technologies

> Take a serialized view of each component of the SAN path
HBA
Storage fabric switches/directors
Frame Adaptor (SAN front-end)
Front end CPUs
RAID configuration
Disk Speeds and Logical Groupings
> LUNSs are now shared and active across multiple hosts
® LUN queuing becomes more of a concern
m Keeping track of WWIDs and masking is essential

Start-Up

Virtualization Timeline
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SAN Storage Infrastructure

Areas to Watch
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Necessary Perspectives for Virtualization (continued)

> Networking
W High network density for virtual infrastructure
® The network now terminates within the virtual infrastructure
> Performance
W The virtual context is critical
B View the performance from the end user’s perspective first
o Perfmon and Task Manager for the Windows view
o Virtual Infrastructure Client and ESXTop for the ESX view
The sampling intervals are key to correct performance analysis
Look at both trends and real time monitoring for a complete perspective

Some issues will not be quantifiable since they are one time occurrences
(such as when different workloads all peak at the same time)

Start-Up
\"

irtualization Timeline
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Key Things to Remember During Start-up

> Get buy-in from the financial officers - N0 $$, No Go!

® Build a solid financial plan and get senior level backing

Leverage the existing talent in the various disciplines

® The mainframe model has been successful for many years. Learn from it!

m Most of their expertise from other platforms apply to the virtualization platform
w Don't let them assume that all things are the same

m Get them involved early and facilitate their education

Virtual Center and VMotion are must haves

Deploy your initial virtual machines on network storage, avoid local disk

Consider cold migration times when establishing any maintenance
window and choosing your data drive sizes

Initial Build Initial Load Build Out perationalization

Virtualization Timeline
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Best Practices: Essential Processes During Start-up

> Escalation P*éﬁlyts
W The initial users MUST know who to call for any perceived virtualization issue
W The Core team must know who to call for any supporting disciplines
W Set realistic expectations on how quickly the Core Team can respond
Performance Analysis
m Establish a process to do increasingly deep performance analysis of workloads
W Leverage performance analysis skills from other technology platforms
Provisioning
m Establish a repeatable process to provision net new virtual machines
m  Establish a timely process to procure new ESX host systems
Sandbox and Staging Servers
®  Required to identify and resolve problems and to apply fixes
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Key Things to Remember During the Initial Build

Think ENTERPRISE, plan for substantial growth

Build in additional time for education ramp-up

Build and get an approved Capacity Plan in place

Initial decisions must be geared toward scalability

Determine metrics that can be used to measure success

Commit to an initially low virtual machine/host virtualization ratio

Use industry\vendor preferred practices for World Class Implementation

>
>
>
>
>
>
>
>

Use tools such as Platespin’s PowerRecon and VMWare’s Capacity Planner to
estimate your target configuration but rely on real world testing after the loads
are virtualized

Initial Build

Virtualization Timeline
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Technical Considerations for the ESX Host Hardware

All critical resources must be “Truly” redundant
Always Consult Vendor HCLsS\SCLs during farm design

Minimum dual processor and dual core
The faster the better to overcome virtualization overhead

Avoid large (8-way or greater) systems except for large SMP
implementations

Memory capacity is key (2-4GB per CPU in ESX host)

Local disk capacity is not as important

Deploy multiple hosts of the same processor family for VMotion
Bundle NICs whenever possible to avoid single point of failure
Build a migration strategy for technology refreshes

Initial Build Initial Load Build Out Operationalization

Virtualization Timeline
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Getting the Storage Subsystem Design Correct!

>
>
>
>
>
>
>
>

ESX places unique demands on storage (all down one “pipe”)
Use multiple fiber HBAs for SAN

Manually assign different HBAs to guest machines (manual load balancing)
Spread I/O across multiple adapters and front end CPUs

Design by capacity AND 1/Os per Second

Design SAN for performance at a LUN level not just at the frame level
Choose the type of RAID carefully

Consider tiered storage based on capacity and performance needs
® Tiers can be implemented inside the same SAN frame

o Different speed and types of disk (ex., Fiber and S-ATA)

o Different RAID configurations

o Different groupings of physical disk

Initial Build Initial Load Build Out Operationalization

Virtualization Timeline
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Choosing Your Initial Workloads to Maximize Success

“Lightweight” tiers such as web and print servers that only need a system drive
Environments that are destructive at the operating system level

Multiple copies of essentially the same environments

Environments that need quick and painless partial or full resets

Systems that can tolerate some degree of performance degradation

Servers that are totally under your control

Servers used by groups that embrace change

Identify Footprint of initial loads (Core Four Resources)

Gather requirements of hosted loads (access, software, backups, etc.)

>
>
>
>
>
>
>
>
>
>

Understand isolation requirements and deploy loads and VMWare features
accordingly

Transition requirements into farm design\implementation actions (hosts, storage,
network)

m Initial Build Initial Load Build Out perationalization

Virtualization Timeline

v
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Transitioning from the Initial Load to the Build Out

Review the Initial Build for Lessons Learned
Validate the Financial Plan
Gather the Requirements for the Build Out

Engage all of the technical, financial, and process groups to determine what
should and should not be in the VCoC

Recognize any final bastions of resistance to virtualization and address their
concerns. Rely on metrics from the Initial Build phase to help forecast Build Out
requirements

Use the capacity plan to perpetuate scalability and resource fulfillment
Consult with critical discipline areas to ensure infrastructure availability
Target hardware consistency

Ongoing supportability is very high on the priority list

Build net new VMs when and where possible

Be careful of over confidence and stretching the Rules of Thumb

‘m:m‘ Initial Build Initial Load Build Out perationalization

Virtualization Timelihe
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Building the Virtualization Center of Competency

The VCoC transitions the virtual landscape from initial build to the build
out phase with world class implementation measures. The VCoC
comprises the original Core team augmented by resources from the
following disciplines:

> Asset Management Procurement

Capacity Planning Security

Performance Systems Administration

>
>
Networking > Storage
>
>

>
>
>
>

Processes Virtualization

Remember that you can’t move to a World Class Implementation until ALL
of the various disciplines move there! World Class applies to the entire
infrastructure and organization, not just to the part that the VCoC handles.

Initial Load Build Out
Virtualization Timeline
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Best Practices: Essential Processes During the Build Out

> Documentation
W As painful as it may be, you need to document your processes
o This is necessary for 24x7 support
o “If you can’t repeat it, you can’t support it”
Establish Repeatable and Measurable Financial Metrics
®  Chargebacks and resource consumption are company requirements
Knowledge Transfer
B Establish a mentoring or buddy program to do knowledge transfer
¥ Avoid any single point of failures, especially with individuals
Patching
B Create a process for patching and upgrading ESX hosts and virtual machines

Scalability
W Every infrastructure component must be scaleable
B Achievable timeframes and costs are needed for infrastructure scaling
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Best Practices: Taking the Pulse of Virtual Environments

> Reuvisit the configuration of virtual machines whose resource consumption
characteristics have changed and can be explained

Make sure you understand WhYy things have changed

Is it time to increase, decrease, or cap the resource usage?
Are you still meeting your virtualization target ratios?

® How close are you to requiring additional capacity?

> Check network speeds to make sure that AutoNegotiate has not
downshifted network bandwidth or moved to half duplex

> Check SAN paths to make sure that all are active
> Check hardware health using software such as Dell's OpenManage

m Initial Build Initial Load Build Out Operationalization

Virtualization Timel
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Best Practices: Finding Hot Spots and Atypical Behavior

> Resolve Hot Spots

W Hot spots affect other virtual machines, the ESX host, and the whole
environment

m Don't let DRS automatically move a problem that needs to be corrected
> Dive deeply when behavior changes

B  Workloads and usage will change. You have to regularly adjust!
B Engage the application or server owners since the changes often start in their area

> Right size memory and CPU

® Differentiate between active and allocated memory

® Remember that the end user experiences the performance in the virtual machine
context

> Use a measured and careful application of SMP

" SMP should only be used when workloads are independent multi-threaded
®  Use SMP sparingly, and consider the consequences on the virtualization ratio

m Initial Build Initial Load Build Out Operationalization

Virtualization Timel
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Top Performance Counters per Context

Physical/Virtual Machine

Disk

* I/O Reads

* 1/0 Writes

* /0O Read Bytes

* /O Write Bytes

 Split 10/Sec

* Disk Read Queue Length

» Disk Write Queue Length

» Average Disk Sector Transfer Time

CcPU
* Average physical CPU utilization**
» Peak physical CPU utilization**
* CPU Time**
* Processor Queue Length

Memory
* Average Memory Usage

* Peak Memory Usage
» Page Faults

» Page Fault Delta Network

» Bytes Total/second

» Total Packets/second
* Bytes Received/second
* Bytes Sent/Second

* Output queue length

*»* Remember that certain counters are “soft” and
should be used as general guides only.

Build Out

Virtualization Timel

Farm/Cluster/Complex

* % CPU utilization
* % Memory Utilization

ESX Host

* Average physical CPU utilization
*» Peak physical CPU utilization

e Physical CPU load average

* Logical CPU utilization

* CPU Effective Use

* Memory Usage

* Disk Reads/second

* Disk Writes/second

* NIC MB transmit/second

* NIC MB write/second

* % Used CPU (high consuming VMs)
* %Ready to Run

* %System (< 5% total)

* %Wait

* Allocated VM memory

* Active VM memory

Operationalization
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Healthy

aal M achines arce Allocation Performance | T & Events ' Alarms Fermi

Mame or State contains: - |

State | Status % Memory | Merary Size - MB | CPU Count | MIC Courk | Uptime

Connecked g 57 24575.66 z & 16 davys
Connecked S7 I 24575.66 17 days
Connecked 61 24575.66 17 daws
Connecked o T 24575.66 17 days
Connecked a0 N 24575 .66 7 davs

Connecked S7Y I 24575.66 16 davs
Connecked So 24575.66 17 dawys
Connecked 65 ] 24575.66 17 daws
Connecked St ] 24575, 66 16 days
Connecked St ] 24575 .66 17 davs
Connecked S5 24575.66 17 days
Connecked o4 ] 24575.66 17 dawys
Connecked 57 24575.66 17 days
Connecked Se ] 24575, 66 16 days

LA RS I o T L T A oV S S o T VI WV
[ O o O w N T (e VT O Y O w R w R

Memory Allocation Needs to Be Watched

Build Out Operationalization
Virtualization Timel
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B Bl pcton  Wew Fawprtes  WOndow  Help -0

= = | Eim|

W Consnes Ol D1+ ol Qe Hx* »eE ol=e
0 & mdase + a Memory -
&8 Perfor o Lonaanst Aint Page Reads /sec Z23.133 . . _ye . =
P Wit (o 10, O
rooc Wrkes: 2000 High Disk Utilization
PhysicalDisk _Total i 1D
B Telle= Time S3.101 Q8529 TETZ
Ao, Disk Bytes /Read G665 7.575 SH16. 421 G658.578
Avg. Disk Byltes Write & 130LED4 SO60. AT G135, 793
Avg. Disk Quews Length 1.541 s 1.926
Awg. Disk Read Queeoe Length 1.713 OL00E 1.710
Awn. Disk sec/Read oLo0T ooy L1 B
Ve rag e Awg. Disk pp:,u"‘l"rm-ﬁfzr L Wi 0L 005 [N iy
Aovg. Disk sec,Wrike L1 e 1 L1 E 1 L1 K 1]
Avg. Disk Write Queus Length .22k Loz LZlE _|
Disk Bybes (sec 210891 2. 637 15190, 165 2R TR G5
Disk Reads sec Z39.508 o9z 9. 316
rishk Tramsfers/ sec 323.172 2.5656 20614
Dish Writes /sec B3.671 2.374 B1.297
Splt 10,/ 5ec 24698 L1 B i | 24. 395
PrisCessor _Total o 1 2 3
Yo Processor Time 3.315 1022 (L B 10,082 0722 |
"3 Performanoe =] E3
B Ete  Action  Yew  Favgrites  Window  Help =[] 2]
+ = | &)@ | &
_J;;,:;:“m . Ol O+ o] alalE +lxl+| e E o= 2]
+ @l Performaence Logs and Alerts Ll i ZAET I =]
Py sicalDislc _Total L 1D
o Tdbe Tirme B2.112 L Cel 024 24221
Aovg. Dish Bytes /Resd L&S0E_ 121 TS G0 I&S0E_ 121
Awg. Disk Bybes SWrite L5067 10 'ET. I3 150N E6
Avg. Disk Queus Length 5374 0404 5.333
Avg. Disk Read Quewse Length S04 02101 5047
Avg. Disk sec  Read o107 0U054 o.107
Ay, Diske sec Transfer O3 0054 0.0E4 . .
. Aveq. Disk sec Write 0.017 0.059 0.021 H| h S ||t I/OS
A, Disk Write Queue Lengith PR 0414 0959
aXI I I I u I I I ik Bytes scc SEISOL] 604 1B 52 504 QEIOSTI. A8
sk Remsds fsec 5. 052 12999 oo 052 —I
sk Transfers/sec 103056 e e 100056
sk Writes ' sec 155030 Zam02 14608
Split IO/ Sec 17801 L] 178 080
seart] | (2 Sl windows Task Manager | B Performance || e Perormance W e

m Initial Build ) Initial Load

Virtualization Timeline
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EJ windows Task Manager =]
File Options Aiew Help

i) e [l Could be trouble areas when virtualized
Il
Image Mame | CPU | (ZPU Time | Merm Lsage | Peak Mem Usage | Page Faults | }F’Dﬁa | 1o Iiea‘;ls | IJ0 ‘Writes | [J0 Read Bytes | [/ Wtite: Bytes |+
TRIGGAG, exe 0o 0:08:35 4,976 K 9,172k 19,218,631 1] a8 241,348 67
WinMgmt.exe 01 1:11:29 4,154 K 8,140k 7,346,054 57 1,19 118,508 37,511,188 56,067,706
caiZkOs.exe o0 0:08:22 8,356 K 9,020K 5,246,485 0 7,52 133 61,980,590 12,933
System o0 1:05:45 245 K 1,260K 4,196,283 0 21,424\ 296,583 10,270,545 217,517,198
igateway.exe o0 0:27:20 15,344 K 15,330 K 2,334,160 0 01,567 | 226,064 205,391, 064 162,113,393
NTREScan.exe 0o 0:17:10 5,016 K S0468 K 1,337,408 1] 12,678 142,963 1,555,040,521 531,148,127
cqmghost .exe o0 2:09: 44 6,068 K 6,236K 1,360,175 0 5,632 25 1,518,336 1,231
pssubhind. exe o0 00354 96,920K 166,004 K 1,231,219 0 46,351 1,974 53,452,931 235,916
dsmcsve.exe o0 m49:31 11,548 K 33, 700K 516,687 0 (240,671 138,093 7,073,027,932 176,327,464
J5H.exe 0o 00209 40,564 K 203,272 K 449,028 1] 3,951 o3 322,424,400 70,861,054
SERWICES.EXE o0 01515 216,080 K 217,504K 338,670 0 4,374,942 4,165,230 295,576,779 2,473,794,345
psappsty.exe o0 0:02:06 101,49 K 129,792 289,012 0 2,758,122 0,823 2,348,214,355 120,023,539
J5H.Exe 0o 0:01:52 3676 K 16,372 K 263,775 1] 4,434 494 243,336,920 97,334,419
TroListen. exe o0 0:01:35 7,560 K 8,808K 238,021 0 28,488 2 661 594,649,336 267,064,683
J5H.exe i] 0:01:33 g,332 K 485,000 K 182,055 1] 3,699 602 195,254,286 V6,772,493
J5H.Exe 0o :01:29 3625 K 14,020 K 158,802 1] 3,887 97 219,475,240 94,940,773
15H.exe o0 0:01:52 9,144 K §9,592K 157,047 0 4,380 1,306 275,508,400 175,645,970
J5H.exe i] 0:01:31 3624 K 15,644 K 134,467 1] 3,172 534 156,360,493 76,799,251
J5H.Exe 0o 0:01:40 3,944 K 153,896 K 125,830 1] 3,832 a11 242,210,018 128,143,978 ﬂ
V¥ Shaw processes from all users End Frocess |
Processes: 165 CPU Usage: 2% Mer Usage: 2002828K [ 7853512k

m Initial Build Initial Load Build Out Operationalization
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Active Versus Allocated Memory
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Atypical Behavior or Usage Pattern Change?

Ewvents ' Alarms

Conzole

Permizsions

[ Al

Mernory
CPU Performance

100.0% of 1 CPU

Disk IjC Metwark IO

What Happened Here?

Range: |Pask Day

/

WWMW_W

8/9/2007 7:32 M

Chart Entries
——|lsage
===0uarantes

Hide leqgend

Virtualization Timel

! .
&/10/2007 7:32 AM
Past S minutes = Event Indicators
9% 4. Power Operation
Z3% & VMotion Migration
A Fesource Allacation Change

Customize Chart...

Build Out Operationalization
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Is this typical or atypical?

Pl i e

Why is the steady state so high?

i
g w L
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Are these typlcal or atyplcal’?
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Virtual Infrastructure Client
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up 24 davys, 1:39, 141 worlds; CPU load awverage: 0.25, 0.30, 0.29
Z2.40, 10.7z, 1&.27, 10.s0, Z0.07, 34.40, 61.56, 23.83 ; used total: 24.99
11 us, 1 =v, &7 1id, O wa ; osfsec: 265

NLiME NMEM L TUSED : 3 EOVER % Rk SWATT 3 ETWATIT
idle o.
System S0o0.
console TH.69
helper 1300.00
driwvers Too.o0
Vinotion i0o.00
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455 .59
425.00
460.75
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431.43
390.56
493 .23
453 .80
485,67
451.26
451.07
477 .50
468,50
471.30
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445,10
490,55

455,13
11e

View

1158 ~mware-vinkauthd 100, ao
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up 24 days, 1:45, 141 worlds; MEM overcommwmit average: 0.00, 0.00, 0.00
24575 total: 512 cas, 297 vk, 15522 other, §243 free
23633 managed: 1417 winfree, 3240 ravd, Z0Z56 ursvd, high state

23 free: 1600 =swap t, 1600 swap f: 0.00 £z, 0.00 wis
8012 shared, 1222 comueon: 6797 saving

0 Curr, 0 target: 0.00 /s, 0.00 wis

] Curr, 0 target, 13594

zID MAME NHEHN EM3Z SEITG CHD %ACTV %ACTVS $ACTVF ZACTVI] MCTL? MCTL3Z MCTLTGT HMCTLMAX
35 10z24.00 993,24 .40

3 51z.00 2Z25.18 =k
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aa 51Z.00 437.00 . 63

g1 2560.00 Z160.688 .50

gz 1024.00 g77.81 .36

= g96.00 156.458 26.385

(=i Tag.00 386.14 23.04

g9 10z4.00 346.09 20.45

92 10z24.00 754,78 133.12

93 512.00 4z8.61 20.48

97 3072.00 Z846.38 245.76

95 1230.00 758,38 115.20

99 1024.00 555.71 20.45

100 51z2.00 475.40 40.98

102 10z24.00 727,558 §1.92 10
111 10z24.00 242,20 20.43 1
114 1024. TIE.3

=
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o root@mlvy1b0x:~
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Some of the Things We Will Cover in the Next Presentation

> If I Only Knew Then What | Know Now

> What is a World Class Deployment of Virtualization?
> Standards of Practice

> World Class Virtualization Deployment Details

> World Class Deployment Strategies

> Build Out Essentials for a World Class Implementation
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Closing Comments

> Think Enterprise and World Class during start-up BUT build
up gradually

> Financial buy-in should not be assumed, go out and get it!

> Learn from others, don’t make their mistakes (you will make
plenty on your own!)

> Find and fix the hot spots and recognize atypical behavior

> Attend the next session (IP26) for more details on World
Class Virtualization Deployment

> Review most, if not all, of the VMWorld presentations several
weeks after VMWorld. They are invaluable references for
your deployment!
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Questions?

Session: IP10 - Virtualization Center of Competency
“A Practical Guide for moving to and operating a world class
virtualization landscape”

Victor Barra, Christopher Hayes, John Paul

Siemens Medical Solutions

vic.barra@siemens.com
christopher.hayes@siemens.com
|ohnathan.paul@siemens.com
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