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Introduction

This quick start guide provides a conceptual look at designing and implementing an Oracle VM
environment using Oracle VM 3. The guide is designed to give the reader a conceptual
overview of all of the activities needed to get a Oracle VM guest up and running by stepping
through a simplified implementation of a three node cluster using the four major phases shown
below in figure 1.

rrF repare for Implementation

Download Oracle VM Download Oracle VM

software

Prepare hardware Prepare network Prepare centralized

infrastructure L1 extemal storage template

i

A"
(" Build Oracle VM Platform
Install Qracle VM Install Oracla Linux Install Qracle VM Log into Oracle VM
server on physical || on management |_| manager on manager user
servers — server == management server interface
.
-
Create Server Pool
Use Oracle VM Use Oracle VM Use Oracle VM Use Oracle VM Use Oracle VM Use Oracle VM Use Oracle VM
manager to discover| | manager to editthe || manager to create manager to create manager to register manager to create manager to create
Oracle VM servers |——  existing network additional network as virtual MACs as a storage as a Oracle VM sarver storage repository
as a resource resource a resource resource resource pool
-
s
Create VM Guest

Oracla VM templata |— Oracls VM template —— configuration of a Oracle VM guest a Oracle VM guest
Oracle VM guest

Use Oracle WM Use Oracle VM Use Oracle VM Use Oracle VM Use Oracle WM
manager to import || managertoclone || manager to edit manager lo start a manager to migrate

-

Figure 1: The implementation process flow is broken into four major phases

This document touches briefly on many important and complex concepts and does not provide
a detailed explanation of any one topic since the intent is to present the material in the most
expedient manner. The goal is simply to help the reader become familiar enough with the
product to successfully design and implement an Oracle VM environment. To that end, itis
important to note that the activities of design, unit testing and integration testing which are
crucial to a successful implementation have been intentionally left out of the guide.
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Prepare for Implementation

The first phase focuses on what you need to get started, including basic hardware, operating system
and application downloads, storage and networking.

Important Note to Oracle VM 2.x Users

Oracle VM 3 and Oracle VM 2.x are similar from deployment perspective. Multiple Oracle VM
Servers are grouped into setver pools. Each setver pool can have up to 32 physical servers, and every
server in a given pool has access to shared storage which can be NFS, Fibre Channel or iSCSI (or a any
combination of these). This allows VMs associated with the pool to start and run on any physical
server within the pool. However, Oracle VM 3 is different from Oracle VM 2.x in the following

respects:

o Oracle VM Setver 3 requires 64-bit x86 hardware, but can support cither 64-bit or 32-bit guest

virtual machines.

o The Oracle VM Manager 3 runs on 64-bit Oracle Linux 5.5 OS or later. The Oracle VM Manager 3
also requires a separate server outside of the server pool. This can be either a physical server or
installed as a guest VM of Oracle VM server.

o Oracle VM Manager controls the virtualization environment, creating and monitoring Oracle VM
servers and the virtual machines. Oracle VM Manager 3 serves as the only administrative interface to
the Oracle VM servers, unlike Oracle VM 2.x that were jointly administered from the management

server, as well as locally from the command-line for each Oracle VM Server.

o Oracle VM 3 storage repository is not compatible in any way with the storage repository used by
Oracle VM 2.x. The Oracle VM 2.x storage repository cannot be directly used by Oracle VM 3. But
the existing VM images can be imported into Oracle VM 3 environment.

To learn more about Oracle VM 3, please refer to the white paper Oracle VM 3: Architecture and

Technical Overview.

Important Note for All Readers

Please note that the object names, locations and configuration examples are simply used to convey
concepts and are not meant to be taken literally. The repository names, VNIC numbers, host names,
network names, number of networks configured and assignment of network uses are simply examples

and should not be construed as the way your particular environment should be configured.

What You Need to Get Started

This tutorial includes three physical servers running Oracle VM Server 3, one separate physical server
for Oracle VM Manager 3 and a single external storage unit. Your actual configuration may have as
few as one physical server or the maximum of thirty-two physical servers, but you will still need a
separate physical server or Oracle VM guest running on a separate physical for Oracle VM Manager
and centralized external storage that can be accessed by all physical servers in the server pool.


http://www.oracle.com/us/technologies/virtualization/ovm3-arch-tech-overview-459307.pdf
http://www.oracle.com/us/technologies/virtualization/ovm3-arch-tech-overview-459307.pdf
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Figure 2: This tutorial includes three physical servers for the server pool, one physical server for the Oracle VM
Manager and a storage array

TABLE 1. REQUIRED HARDWARE

1 The figure above shows three 64-bit x86 physical servers running Oracle VM Server 3.0 and will be used to create the
server pool to host your Oracle VM guest images. Oracle VM Server 3.0 is optimized to run as efficiently as possible
and consumes less than 4-gigabytes of disk space and as little as 2-gigabytes of RAM (minimum of 4-gigabytes

recommended).
2 The figure above shows a separate 64-bit x86 physical server running Oracle VM Manager 3.0.
3 The figure above shows a storage array serving disk space using Network File System (NFS), SCSI over Ethernet

(iSCSI) or SCSI over Fibre Channel (FCP/SAN)

Prepare Hardware

Prepare for Implementation

Prepara hardware

A successful implementation begins by ensuring all servers are configured exactly the same. This
means PCI cards should occupy the same slots in all servers, network cables from each subnet should
be connected to the same ports on the servers and the firmware revisions should be exactly the same
on each physical server.

Also ensure that console access works flawlessly through the service processor on each physical server.
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Prepare Network Infrastructure

Prepare for Implementation

Prepare network
infrastructure

You will need to assign several IP addresses depending on your implementation. In this tutorial, we
will use a single front end public network. The following table shows the IP assignments used for our

tutorial:

HOSTNAMES FOR SCENARIO

HOSTNAME PURPOSE NETWORK

MyManager Physical server or VM guest running Oracle Linux 5.6 or later where Oracle  Management subnet (ethO)

VM Manager will be installed.

MyServerPool “Virtual IP” for the HA feature of the server pool. This is a re-locatable IP that Management subnet (eth0)
Oracle VM Manager automatically moves to whichever Oracle VM Server it
chooses to be the server pool master.

MyServerlm Oracle VM Server 3 will be installed using the IP assigned to this hostname. Management subnet (eth0)
MyServer2m Oracle VM Server 3 will be installed using the IP assigned to this hostname. Management subnet (eth0)
MyServer3m Oracle VM Server 3 will be installed using the IP assigned to this hostname. Management subnet (eth0)
MyServerlp Hostname/IP that will be assigned to a second network device on a public  Public subnet (ethl)

subnet to allow users to connect to Oracle VM guests and handle NFS traffic

MyServer2p Hostname/IP that will be assigned to a second network device on a public  Public subnet (ethl)

subnet to allow users to connect to Oracle VM guests and handle NFS traffic

MyServer3p Hostname/IP that will be assigned to a second network device on a public  Public subnet (ethl)

subnet to allow users to connect to Oracle VM guests and handle NFS traffic

MyGuestl Hostname/IP for the single Oracle VM guest that will be created as part of this  Public subnet (eth1)

tutorial

Table 2: Table showing hostnames used in this tutorial

Oracle VM Manager 3 supports multiple subnets on different physical interfaces/VLANS; typical

implementations will include separate VLLANs for “public”, “storage” and “ptivate/management”
subnets. We will use a single subnet for this particular tutorial to keep things simple.
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Prepare Centralized External Storage

Prepare for Implementation

| Prepare centralized |
exlemal storage

You will need to create and present (or export) two directories (NFS) or disks (iISCSI or FCP)

separately:

o Server pool file system. One disk will need to be 12-gigabyte in size. It’s used as a shared OCFS2
pool file system for the cluster heartbeat function, configuration and other clustering information.

« Storage repository. One disk will need to be much larger in size than the pool file system. This
disk/file system is used for the storage repository that contains all Oracle VM guest images as well as
all storage related resources for the server pool. A 72-gigabyte disk/file system is used for this

tutorial.

To learn more about sizing considerations for storage on Oracle VM 3, please refer to the white paper

Oracle VM 3: Server Pool Deployment Planning Considerations for Scalability and Availability

Download Oracle VM Software

Praparse for Implermentation

Download Oracle WM
soflware

Download the Oracle VM 3 product from the Oracle Software Delivery Cloud. There are three parts

to the download:

o Oracle VM Server 3 ISO image. Oracle VM Server for x86 installs directly on server hardware with
x86 Intel or AMD processors and does not require a host operating system. An Oracle VM Server is
comprised of a hypervisor and privileged domain (Dom0) that allows multiple domains or virtual
machines (i.e. Linux, Solaris, Windows, etc.) to run on one physical machine. The DomO runs a
process called Oracle VM Agent. The Oracle VM Agent receives and processes management
requests, provides event notifications and configuration data to the Oracle VM Manager. Oracle VM
Server 3 requires 64-bit x86 hardware, but can support either 64-bit or 32-bit guest virtual machines.

o Oracle VM Manager 3 installer ISO image. Oracle VM Manager 3 is an Oracle Fusion Middleware
application, based on the Oracle WebLogic Server application server and Oracle Database. The
Oracle VM Manager runs on 64-bit Oracle Linux 5.5 OS or later. For its management repository,
Oracle VM Manager uses an Oracle Database, which can be installed either on the same
management server or a separate server. Oracle Database 11g Express Edition (XE) is bundled with
Oracle VM Manager 3 for customer evaluation purposes, but Oracle Database Standard Edition (SE)
or Enterprise Edition (EE) is required for production support as the management repository. All
necessary licenses, including licenses for WebLogic Server and Database (SE or EE), are included at
no additional charge.


http://www.oracle.com/us/technologies/virtualization/ovm3-server-pool-459310.pdf
https://edelivery.oracle.com/oraclevm
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o Oracle Linux 5, update 6 ISO image. This is needed for the physical server where Oracle VM
Manager 3.0 will be installed. Although the process is not covered in this document, the Oracle VM
Manager 3.0 can be installed onto a VM guest running Oracle Linux 5, update 6 somewhere on the
network, but must be independent of your Oracle VM 3 servers. This tutorial assumes the Oracle
Linux 5, update 6 will be installed on a physical server.

Download Oracle VM Template

Prepars for Implementation
( 1 ( | ( 1 (i | [Download Oracle VM|
template

Download an Oracle VM template that will be used in the final steps to create an Oracle VM guest.

This guide assumes that the Oracle Linux 5, update 6 template for paravirtualized guests as the
download candidate.

Templates are downloaded from the Oracle Software Delivery Cloud as shown in Figure 3 below:

E-Delivery Oracle Linux and Oracle VM SignOut  E-Delivery Site (Oracle LinuxVM) +  Language (English) +  FAQs

search Download
Media Pack Search
Select the Product Pack and Platform and click "Go".

Select a Product Pack | Oracle VM Templates v

Platform | x86 64 bit ¥
Go
Results
Select Description Release Part Number Updated # Parts | Size
=** No search conducted ***
Continue
11 Oracle. All Rights Reserved Oracle.com

Figure 3: Initial screen after user agreement showing search criteria

The next screen shows the media pack to select. The media pack contains the actual zip file images that

can be downloaded.


https://edelivery.oracle.com/oraclevm
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E-Delivery Oracle Linux and Oracle VM SignOut  E-Delivery Site (Oracle LinuxVM) +  Language (English) +  FAQs

Search Download

Media Pack Search
Select the Product Pack and Platform and click "Go".
Select a Product Pack [ Oracle VM Templates ¥
Platform x86 64 bit v

|'§-‘*‘““ lmnmnhglmm |¢Parts/ﬂ:e

12.1.3.00  B63152-01 APR-11-2011 1/

386

3.0.0.0.0 862414-02 APR-06-2011 14/

176

2.2.0.0.0 851906-02 FEB-17-2009 2/

4.9G

Oracle VM Templtes for Oracle 2.2.0.0.0 852026-07 MAY-11-2011 6/

Enterprise Linux 5 Media Pack for 4.86
X86 64 (64 bt)

Oracle VM Tempk r Oracle Linux 4 2.2.0.0.0 852054-06 APR-22-2011 5/

Meda Pack for x86 64 (64 bit 446

o cle VM Temphtes for JD Edwards  2.0.0.0.0 B59862-02 SEP-02-2010 14/

Entarmnsafing O N lindata 1 wrh ol lc e

Figure 4: Showing Oracle VM template media pack to select

The next screen in Figure 5 shows the template that should be downloaded:

ery Oracle Linux and Oracle VM Sign Out  E-Delivery Site (Oracle LinuxVM) +  Language (English) +  FAQs

Download

Oracle VM Templates for Oracle Enterprise Linux 5 Media Pack for x86_64

(64 bit)
Search Again
@ TIP View the Readme file(s) to help decide which files you need to download.

Print this page with the list of downloadable files. It contains a list of the part numbers and their
corresponding description that you may need to reference during the installation process

Oracle VM Templates for Oracle Enterprise Linux 5 Media Pack v7 for x86_64 (64 bit)

Readme ‘ View Digest |

Select Name. Part Number Size (Bytes)
Download| Oracle Linux 5 Update 2 template - PV Large x86_64 (64 bit) ~ V15489-01 116
Download | Oracle Linux 5 Update 2 template - PV Small x86_64 (64 bit) ~ V15490-01 931M
| pow"md} Oradle Linux 5 Update 3 template - PV Small x86_64 (64 bit) ~ V16223-01 675M
Download | Oracle Linux 5 Update 4 template - PV Small x86_64 (64 bit) ~ V18922-01 753M
Download Oracle Linux 5 Update 5 template - PV x86_64 (64 bit) V21107-01 662M
Download] Oracle Linux 5 Update 6 template - PV x86_64 (64 bit) V26302-01 744M

Figure 5: Showing Oracle Linux 5, update 6 template to select
Perform the following tasks once the download has completed:

o Copy or move the downloaded zip file to an internal web server that will be accessible from the
Oracle VM Manager that will eventually be installed as part of this tutorial. The web server will be
used by Oracle VM Manager to import the template in later steps.

o Unzip the file

Next Steps

The preparation phase should be completed once all of the above tasks have been accomplished. We
will now move on to the next major phase of building the platform for our Oracle VM environment.
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Build Oracle VM Platform

Oracle VM 3 has been redesigned from the ground up to manage the configuration of network, storage
and operating system entirely from the Oracle VM Manager user interface. The amount of pre-
configuration work on the Oracle VM Servers should be non-existent once Oracle VM Server is

installed as-is with no modifications.

Install Oracle VM Server on Physical Servers

Build Oracle VM Platform

install Oracle VM | |
server on physical
sarvers

IMPORTANT NOTE: Oracle VM 3 servers are completely configured and managed by the Oracle
VM Manager 3. There are no steps that are performed manually on the Oracle VM Servers and there

is no reason to log into or perform any work on the Oracle VM Servers to prepare them for use.

You may choose to install from the ISO image downloaded from the Oracle Software Delivery Cloud
or use the ISO to create a Kickstart repository (Kickstart is not covered or used at all in this tutorial).
The Oracle VM Installation and Upgrade Guide explains in detail how to install Oracle VM Server and

can be found on the Oracle VM Documentation.

You will need the following information during the install:
e Password for root

o Password for Oracle VM Agent. This password will be used from the Oracle VM Manager in later
steps and allows Oracle VM Manager to discover servers.

o Network configuration information for the primary network. You can use DHCP or static IP
addresses. If you use a statically assigned IP address you will need the usual information such as
hostname, gateway and netmask.

» Note that any additional networks on the Oracle VM Servers are configured through the Oracle VM
Manager in later steps.

There is nothing else to configure on the Oracle VM Servers once the install has completed, with the
system up and running. We will now install and configure Oracle VM Manager.

Install Oracle Linux on Management Server

Build Oracle VM Platform

Install Oracle Linux
on management
server

Install Oracle Linux on a physical, bare metal server as described eatlier.



http://download.oracle.com/docs/cd/E20065_01/index.htm
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Oracle Linux is needed for the physical server where Oracle VM Manager 3.0 will be installed.
Although the process is not covered in this document, the Oracle VM Manager 3.0 can be installed
onto a VM guest running Oracle Linux 5, update 6 somewhere on the network, but must be
independent of your Oracle VM 3 servers. This tutorial assumes the Oracle Linux 5, update 6 will be

installed on physical, bare metal server.

Install Oracle VM Manager on Management Server

Build Oracle WM Platform
| Install Oracle VM |
manager on
managcr‘m"[ sarver

Oracle VM Manager will handle configuring resources on the Oracle VM Servers including adding the

storage created during the steps in the last section, additional networks, etc. To install Oracle VM
Manager, create and mount an 8-gigabyte file system named /u01 on the physical server that Oracle
Linux 5, update 6 was installed. Then copy the Oracle VM installer ISO that was downloaded eatlier

to /tmp and mount it to /mnt.

# mount —o ro,loop /tmp/MyOracleVMinstaller.iso /mnt
# cd /mnt

# ./createOracle.sh

Start the installer as root from /mnt once the createOracle.sh has completed. The example below
shows a simple installation which installs Oracle Database XE, Oracle WebLogic Server, Oracle
Application Development Framework (ADF), Java, and Oracle VM Manager on the local management
server. Use this installation option for testing and non-production environment. For production

deployment, please refer to Oracle VM Installation and Upgrade Guide to choose the option of

Standard Install or Standard Install with a remote database.

# cd /mnt

# /runinstaller.sh

Oracle VM Manager Release 3.0.1 Installer

Oracle VM Manager Installer log file:
/tmp/ovmm-installer.selfextract_ZD2420/install-2011-08-01-132546.log

Please select an installation type:
1: Simple
2: Standard
3: Uninstall
4: Help

Select Number (1-4): 1



http://download.oracle.com/docs/cd/E20065_01/doc.30/e18548/toc.htm
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The installer will ensure prerequisites are met before continuing and then prompt for a password that
will be the default password used for all products being installed as well as the log in password for the
Oracle VM Manager user interface after the installer has completed.

Verifying installation prerequisites ...
*** WARNING: Recommended memory for the Oracle VM Manager server installation is 3950 MB RAM

One password is used for all users created and used during the installation.
Enter a password for all logins used during the installation:

Enter a password for all logins used during the installation (confirm):

The installer will prompt the user to continue after it has verified the passwords and space

requirements.

Verifying configuration ...

Start installing the configured components:
1: Continue
2: Abort
Select Number (1-2): 1

The actual install process will begin by displaying something like the following over the next few
minutes. The entire install process takes about 20 to 30 minutes.

Retrieving Oracle Database 11g XE ...
Installing Oracle Database 11g XE ...
Configuring Oracle Database 11g XE ...
Installing Java ...

Creating database schema 'ovs' ...
Retrieving Oracle WebLogic Server 119 ...
Installing Oracle WebLogic Server 119 ...

Installing Oracle VM Manager Shell & API ...

Copying Oracle VM Manager shell to ‘/usr/bin/ovm_shell.sh' ...
Installing ovm_admin in '/u01/app/oracle/ovm-manager-3/bin' ...
Enabling Oracle VM Manager service ...

Oracle VM Manager installed.

The following information will be displayed after the Oracle VM Manager installer has completed. The
post-install message contains important information about the Oracle VM Manager and should be

saved to a text file for future reference:

Installation Summary

Database configuration:
Database host name : localhost
Database instance name (SID) : XE

Database listener port 11521
Application Express port 1 8080
Oracle VM Manager schema 1 ovs

10
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WebLogic Server configuration:
Administration username : WebLogic

Oracle VM Manager configuration:

Username :admin

Core management port 154321

uuID 1 0004fb00650100002f72ae7c96celdc6
Passwords:

There are no default passwords for any users. The passwords to use for Oracle VM Manager, Oracle Database 11g XE, and Oracle
WebLogic Server have been set by you during this installation. In the case of a default install, all passwords are the same.

Oracle VM Manager Ul:
http://MyManager:7001/ovm/console
https://MyManager :7002/ovm/console
Log in with the user 'admin’, and the password you set during the installation.

Please note that you need to install tight-vnc on this computer to access a virtual machine's console.

For more information about Oracle Virtualization, please visit:

http://www.oracle.com/virtualization/

Oracle VM Manager installation complete.

Figure 6: Important post-installation information displayed by the Oracle VM Manager installer. Keep a copy of the
information handy.

The final task needed to complete the installation is to install a VNC client. This will allow you to use
Oracle VM Manager to launch console sessions on running Oracle VM guests.

# rpm -ivh http://oss.oracle.com/oraclevm/manager/RPMS/tightvnc-java-1.3.9-3.noarch.rpm

Retrieving http://oss.oracle.com/oraclevm/manager/RPMS/tightvnc-java-1.3.9-3.noarch.rpm

Preparing... Hi [100%]
1:tightvnc-java t [100%]

Figure 7: Process for installing VNC server

This particular figure shows TightVNC being installed, but the free RealVNC can be substituted and in
some cases may have better mouse control. Also, Oracle Linux 6 comes with a variation of TightVNC
called TigerVNC and should be used instead of TightVNC if the Oracle VM Manager is installed on
Oracle Linux 6.

11
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Log Into Oracle VM Manager

Build Oracle VM Platform

I I Log into Oracle VM
[ 1 manager user
interface

There is nothing else to configure at this point and you should be able to connect to the Oracle VM

Manager user interface (UI) with any supported browser as shown in the figure below. The browser
URL for the Oracle VM Manager Ul is noted in the post-installation information you saved from
above and should look something like the following:

http://MyManager:7001/ovm/console

Log into the Oracle VM Manager Ul using “admin” and the password you set when you ran the
installer for Oracle VM Manager.

ORACLE' vM Manager Management Server URI:

Welcome

* Username: [ admn

*Passiord: eeesssss

_toon |

2007, 2011 Orade and/or its affilates. All rights reserved. Orade VM Manager 3.(

Figure 8: The login screen for Oracle VM Manager user interface

Next Steps

The hardware platform for the Oracle VM environment should now be completed. We will now move
on to the next major phase of creating the Oracle VM Server pool.

12
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Create Oracle VM Server Pool

This phase is focused on adding physical servers, networking and storage as resources for Oracle VM

Manager to use when creating server pools and Oracle VM guests.

Quick Tour of the User Interface

The “Home” view should be the first screen seen after logging into Oracle VM Manager. Oracle VM

Servers, networking and external storage are added as resources on this screen.

ORACLE" vM Manager Logoedinas  aden
fewe Joote Actors e Heb 8
R LD 7
S — DE
nardware (RN Vew o JEor. YROdew.. g)AddRemove Servers..  KEStPoices [ oetach
) Reseeoe) e ey venal Oescroton E
Urassgred Servers
2]
|
=
« Jobs
| Descioton tatus Meszage Avort
o
il tom | —2
B reoeae ]
-~ : o

Copyrght © 2007, 2011 Orade andjor its afflates. Al rights reserved. Orade VM Manager 1.0

Figure 9: A quick tour of the user interface

A quick tour of the Oracle VM Manager console shows the following components:

TABLE 3: ORACLE VM MANAGER USER INTERFACE COMPONENTS

NUMBER ~ COMPONENT NAME DESCRIPTION

1 Navigation views Shortcuts to change views in the navigation pane directly above

2 Jobs pane The jobs pane displays messages, status and results of tasks that are initiated by using
any of the tools or menus in any of the panes or views. Jobs do not pertain to scheduled
tasks and the jobs pane is not context sensitive

3 Management pane The management pane shows tasks, tools and tabs that are context sensitive to the
currently displayed view in the navigation pane

4 Navigation pane The navigation pane allows the user to drill down through objects in the navigation tree

5 Management pane toolbar ~ Context sensitive to the currently displayed tab in the management pane

6 Management pane tabs Subdivides the management pane into groups of similar tasks and information

13
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Navigation pane toolbar The tools are context sensitive to currently displayed view in the navigation pane

Navigation pane menu bar ~ The menus are context sensitive to currently displayed view in the navigation pane

Global links

14
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Discover Oracle VM Servers as Resource

Create Server Pool

Use Oracle VM
manager {o discover
Oracle VM servers
as a resource

The “Home” view should be the first screen seen after logging into Oracle VM Manager.

Home Help About Logout
Loggedinas admin

ORACLE VM Manager

View v Tools » Actons v Hep v

Server Pools Repositories Templates Events
vew- /RO w
Name Keymap Virtual IP |Pool Fée System __|Description

No Server Pools found, use New Server Pool... to create one.

! Jobs
Description

|status [Message Abort

e |
B |

o
Copyright © 2007, 2011 Orade and/or its affliates. All rights reserved. Orade VM Manager 3.0

Figure 10: The first screen after logging into the user interface is the “Home” view

Use the “Hardware” shortcut in the views pane to change the view to Hardware. Oracle VM Servers,
networking and external storage are added as resources in the hardware view. Discover Oracle VM
Servers to add them as resources by right clicking on the Resources folder in the navigation tree and

selecting Discover Servers from the menu.

15
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Mome Hep About L

ORACLE" vM Manager

Yev o Tooe A0S s RO~

L d e
- ;iuMn Server Pools Networks Vian Groups tvents
[ storsoe N Vew'v | prar. JQodete. gidiRemoveserven. a@titiukoes . | [B)0ench |
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3 Unsssy A Dscoger Servers
[ create server Pool
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Figure 11: Using the menu to discover Oracle VM Servers

Add your servers as shown in the following figure. You may use a range of IP addresses as shown or
add them one at a time.

OQAC[_E VM Manager
Yen v Joos v Actons v HeD v
Rdg AP

Enter IP Addresses of the Servers.
NOTE: Servers can be specfied indvidually or in a lst,

Speofyen P Address (orrange) (10 .11 .[12  .[101 t0]103 Add
10.11.12.101
10.11,12.202
10.11.12.103 Remove
1P Addresses
Remove Al

Oracie VM Agent Port | 8899
Orade VM Agent Password | esesseee]

Figure 12: The dialog box for server discovery

The discovery process will add all the servers to the “Unassigned” server resources pool as seen in
Figure 13 where the Oracle VM Servers will remain until they are assigned to the server pool created in
later steps.
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Figure 13: Discovered Oracle VM Servers are “unassigned” until they are added to a server pool
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Edit Existing Network

Create Server Pool
( | [ useoraclevm | | ( |
manager o edit the
existing network
resource

Please note that the object names, locations and configuration examples are simply used to convey

concepts and are not meant to be taken literally. The repository names, VNIC numbers, host names,
network names, number of networks configured and assignment of network uses are simply examples

and should not be construed as the way your particular environment should be configured.

Oracle VM 3 allows finer control over networking. Assigning network roles and subnets to network
devices on the Oracle VM Servers is now controlled through the Oracle VM Manager, alleviating the
need to log onto the Oracle VM Servers to configure networking by hand.

Most data centers will have multiple subnets with specific roles such as production front end where all
users can connect to servers, databases and applications (public network), dedicated storage (storage

network), dedicated out-of-band server management (management network), etc.

To keep things relatively simple, yet show some of the new powerful features of Oracle VM 3, this
tutorial incorporates two subnets: a management subnet used for out-of-band management of the
Oracle VM environment and a public subnet used for general access to storage and Oracle VM guests
(as well as databases & applications).

A single network was discovered by Oracle VM Manager during the discover servers step above. In
the case of this tutorial, the existing network that was discovered is the management network. Before
moving on to the next step of adding a public network for storage and general access to Oracle VM
guests, we will change the name of the existing management network. This is not a required change

and is only meant to help reduce confusion of network roles in subsequent steps.

Please adjust the names and roles of subnets in the following steps to conform to your particular
network environment. If you only have a single subnet, then just modify the existing network and

assign all “uses” to that one subnet, then skip the “create network” step.

Ensure Resources is selected in the navigation pane, then select Networks from management tab as
show in Figure 14 below, then chose the edit icon from the management toolbar just below the

Networks tab:
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Figure 14: Select network management tab in the Resources view

A dialog box from the Edit Network wizard will allow the network name to be changed from the
default subnet address to any string. In this case, the name will be changed to “Management Network”
as shown in Figure 15 to allow easy identification in later steps.

ORAC LE VM Manager

View v Tools v Actons v Heb v

Radlad
Hardware | TR ctvorks TR
- L Edit Network
—& o s
S5  Edit Network SelectServers Select Ports Select VLAN Segment  Configure es
MyServer3
Edit Network Name and Use
A Wyseves | — v
. Network Use
A myservers Name [Management network k [ server Management
Description [private network for Oracie WM [ uive mgrate L
pool management functons
[ custer Heartoeat
O vetuai Machine
Ostorage
Status
Concel | Back | Next | Ensh
= T
; Istatus [Message [ Abert
Creste Network Public network Completed Abort,|
<

Figure 15: Change the network name to "Management Network"

The wizard will then step through the remaining four tasks — simply accept the default on all
subsequent dialog boxes until the Finish button becomes active. The result should look like Figure 16

below:
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Figure 16: First network renamed to
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"Management network"
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Create Additional Network as Resource

Create Server Pool

Usa Oracle VM
manager lo create
additional network as
a resource

IMPORTANT NOTE: Do not follow this step if you only have a single network connection on your
servers. Go back to the previous step and add the network roles for Storage and Virtual Machine to
the existing network.

A new public network will be created to allow Oracle VM Servers and Oracle VM Manager to access
storage as well as databases, applications, etc. running on Oracle VM guests. The create network task
basically configutres another network interface/bridge on the Oracle VM Setvers with the network
information provided by the Oracle VM administrator using the Oracle VM Manager create network
wizard.

Choose the create network icon from the management toolbar just under the network tab as shown
in Figure 17 below:

Home Help About Logout

RACLE" vM Manager Logoedinas  adin

~ Tools v Actons v Heb v

RIdIA@
& e etworts - (T,

Hardwore (TR ver- 372 R
— i

Network Use
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Name Server Cluster Virtual  |VLAN Segment
serve "
5 Management | Heartbest | UveMarate | Storage Machine
B myservers
Management netwark P P v
B myserver2
B myserver: < >
Columns Hdden
=
| @ Etheret Ports
SortName. [P Address [Port Status
=
I Jobs
| Desaroton Status [Message Abort
—
il Home [

Copyright © 2007, 2011 Orade andjor its affiiates. All ights reserve:

Figure 17: Choose the "Create Network" icon from the network tab as seen in the hardware management pane

Choose “Create a network with bonds/ports only” as show in Figure 18 below:
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&, Create Network
Selecta

(® Create a network with bonds/ports only
O Create a network with VLANs only
Crente atibri

VLANS
O Create a logical network on a single server

Figure 18: Initial dialog box using the Create Network wizard

Provide a name for the new network and choose the virtual machine and storage check boxes as
seen in Figure 19 below. The “Network use” refers to the type of traffic for the subnet.

A Create Network

& & @
Create Network SeectServers Select Forts Confioure IF Addresses

Enter and

*Name [ Public network Network Use [ ] r Management
Descripbon 'Network that alows users to Duve Mgrate
access storage and Oracle WM o
guests Cluster Heartbeat
[ virtual Machive

M storage

Figure 19: Step 1 - Enter a network name, description and “use” in the first step of the wizard

Select the Oracle VM Servers where the new network will be created/configured:
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& Create Network

& & & &
Create Network Select Servers SelectPorts Configure 1P Addresses

‘Select Servers for your network

Available Servers

Figure 20: Step 2 — Choose the Oracle VM Servers

The next step shown in Figure 21 warrants a little explanation. The port/interfaces do not show the

Linux name for the interface such as ethO or ethl, but they translate as port(1) is eth0, port(2) is ethl,

etc. Choose the appropriate interface to configure on each Oracle VM Server, whatever is relevant to

your environment.

& Create Network

@ O o @
Create Network  Select Servers Select Ports Configure IP Addresses

Select Ports to indude in your network

Available Ports.

Selected Ports

MyServer3Port (3)
MyServer3Port (5)
MyServer2Port (3)
MyServer2Port (4)
MyServer1Port (3)
MyServer1Port (3)

Figure 21: Step 3 — Choose the physical interfaces on the Oracle VM Servers

MyServer3 Port (2)
MyServer2Port (2)
MyServer1Port (2)

Finally, provide the IP address information of the subnet you are configuring for storage and Oracle
VM guests on each Oracle VM Server.
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Figure 22: Step 4 — Provide the IP address information for each Oracle VM Server

Figure 23 shows the public network after it has been configured on each Oracle VM Setver.
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v R sene| | [ vemorate | storage | yes |
b Management nef v
U Mysenerz Public network v v
B Myserver: [
- —— TR — 3
‘Cnhvmm 1
-
Ports
) Ports () Ethernet Ports
| view « \ Z | Port Name. 1P Address [Port Status
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Figure 23: Showing the new public network after it has been created
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Create Virtual MAC Addresses as Resource

Create Server Pool

Use Oracle VM
manager lo create
virtual MACs as a
resource

The last network task needed is to create a pool of virtual Ethernet addresses (MAC) for the Oracle
VM guests. The virtual Ethernet addresses will be randomly assigned from the pool as each Oracle
VM guest is created. Note that specific MAC addresses can be assigned to specific Oracle VM guests,
but the Oracle VM administrator must change the MAC after one has been randomly assigned as we
will see in a later step.

To begin, choose “Vnic Manager” from the Tools pull down menu at the top of user interface as seen
in Figure 24 below:

Home Help About Logout

ORAC e VM Manager

Loggedinas  admin

[P
D | s |
& ivare BT oo QUETET
UYL storage N ver- @ 2R
; e Network Use
Name | Server | Cluster | Virtual  |VLAN Segment
. Serv Ly 3
g VS | Management | Heartheat | VEMorRte | Stordge | yaghine
B myservers
[ e Pudlic network v
e Management network v v
M Myservers
< >
Columns Hidden 1
.
Ports
I Ports | @ ethemet Ports I
vieww | £ Port Name 1P Address |Port Status |
Port Name
< >
L =1
! Jobs |
Description [status Message Abort
] Home: } Refresh File System MyServerPooFS1 Completed Abort | A
B recdvare | Refresh Fie system MyServerpoors1 Completed Abort | @
< >
i Jovs
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Figure 24: Choose Vnic Manager from the Tools pull down menu

Enter any valid hex numbers for the last three octets in the Vnic dialog (the first three octets cannot be
changed) and then choose Generate.
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| Virtual Network Interface Card Manager

Virtual Network Interface Card Manager
"MAC Selector
Specify 8 unique starting MAC address or ocaur

you are

appications. Press the Next button to see what starting range is avaiable.
Specify an Iitl MAC Address: _Next |

[ [ [ [© ) [ (6
Number of MACs to generate: | 10 13 !J

Manage MAC Addresses

Figure 25: MAC address generator in the Vnic Manager dialog box

Choose Close once the pool of MAC addresses has been generated. The pool of MAC addresses will

be now be available and automatically assigned to any Oracle VM guests created. More Ethernet
addresses can be generated later if needed.
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Register Storage as Resource

Create Server Pool
Use Oracle VM
manager o register
storage as a
resource

Storage must be configured on centralized external arrays before Oracle VM Manager can assign it to

the Oracle VM Servers. This means NFS mounts must exist on the storage array and be exported to
the Oracle VM Setvers, but not mounted on the Oracle VM Servers. If Fibre Channel or iSCSI are
being used for the server pool file system and storage repository, then LUNs must exist on the storage
arrays and be mapped/zoned to the Oracle VM Setvers. External storage should have already been
completed during the prepare for implementation phase eatlier in the tutorial.

Using Local Disk to Create a Server Pool

If you decide to create a server pool using local disk on a single Oracle VM Server, then please skip the
rest of this section and proceed to Appendix C: on page 63. Once the server pool creation has been
completed as shown in the appendix, return to the next section entitled “Create Oracle VM Guest” on

page 40.

Using External Storage to Create a Server Pool

Three different external storage protocols can be used to create the server pool:

o Option 1 using NFS to add external storage as a resource. Covered in this section.
o Option 2 using iSCSI to add external storage as a resource. See Appendix A.

o Option 3 using FCP to add external storage as a resource. See Appendix B.

To begin, right click file servers in the navigation pane and choose register file server as show in

Figure 25 below:
Home About Lt t
ORACLE’ vM Manager T:)gednx =
View » Tools v Actons v Help v
@ e
= Hordware Fileservers (TN
[ Hordware

vene 372 RI Fie Systems
| ems

] B = Sze (GB) | M
[Rregster Fie server | Name i Alocated Free fror

< >
ComnsHidden 3 !l

=7
=T, vl Jobs |
) Home Status [Message | Abort
B reccace ork 10.196.36.0 (New Name: Management network) Completed Abort !
g Jobs S 3
e —
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Figure 26: Register file server
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Provide the appropriate information for your NFS server as shown in the register file server wizard
in Figure 27 below:

*Name | MyNFSServer

[ orax s

* Access Host | MyNFSServer

Descripbon [ES server with file systems for
| storage repasitory and pod! f5
| exported to only the serversin
| the server pool

Admnbost|
i
Admin Password

Figure 27: Step 1 — Register file server wizard dialog
Next, select one or more Oracle VM Setvers that will act as NFS administration servers.

This step has nothing to do with which servers the NFS mounts ate assigned/mounted, only which
Oracle VM Servers will be tasked with keeping track of, or managing the NFS mounts points on all the
Oracle VM Servers. This might make a little more sense if you think of having a server pool with fifty
servers, but only three of them manage the NFS mounts for all fifty.

Figure 28: Step 2 — Choose a Oracle VM Server or servers to manage NFS mounts for all servers in the server pool

Oracle VM Manager will then discover all NFS mounts that have been exported to any of the Oracle
VM Servers that were found during the previous discover servers step, not just the servers you chose
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as Admin Servers. Oracle VM Manager will then display all the NFS exports it found in the navigation

tree under the name of your NFS server as shown in Figure 29 below:
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Figure 29: NFS mounts are added to the navigation tree under the NFS server name

Each NFS object must be refreshed after being discovered. This process assigns the task of refreshing
the NFS export to a particular Oracle VM Server
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Figure 30: Each NFS mount needs to be refreshed

Now select any Oracle VM Server from the pull down list to execute the refresh task this one time.
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Figure 31: Select a single Oracle VM Server to be tasked with refreshing the NFS export

Oracle VM manger adds the full path of the NFS export as the name of the storage resource. The full
path can be hard to read sometimes, so we are going to change the names of the NFS mounts to
something a little easier to read before moving on to the next step. This step is not required and
simply shows the features of Oracle VM Manager to help create a more manageable, user friendly

environment.
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Figure 32: Edit each of the long NFS mount names to make it easier to identify them

Right click on each NFS object, select Edit File System as shown in Figure 32 above and change the
Name of the object in the dialog box (not shown). The result should be something like the names
shown in Figure 33 below so it is easy to identify both the storage repository and server pool file

system.
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Figure 33: Showing the power of renaming NFS mounts to make it easier to keep track of them
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Create Server Pool

Create Server Pool

Use Oracle WM
manager lo create
Oracle VM server
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A server pool can now be created once all the other resources such as Oracle VM Servers, networking
and storage have been added to Oracle VM Manager.
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Figure 34: Choose “Create Server Pool” from the navigation tree menu

Figure 35 illustrates the information needed to create a server pool. Simply enter a user friendly server
pool name, the relocatable virtual IP and the NES export used for the server pool file system that
were created during the preparation phase. The virtual IP is an address that will always be associated
with the Oracle VM Server currently designated as the server pool master. Servers are not added to the

server pool until later.
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T Create Server Pool
Create Server Pool

* Server Pool Name | MyServerPool
Desaription [ Server pool for MyServer1, 2&3

* Vetual 1P [ 10,156,36. 105
Keymap | en-us (Engish, Unted States) W)

Secure VM Migrate []

Activate Cluster [7]

" (Gobal Heartbeat) OphysicalDisk

* Location —.-

Figure 35: Choose “Location” in the “Create Server Pool” wizard to specify the NFS mount for server pool file system

Click on the “location” icon shown in Figure 35 to select the server pool file system seen in Figure 36
below.

Figure 36: Select the NFS mount to be used for the server pool file system from the dialog box

The create server pool dialog box should now look similar to that in Figure 37 below. The server pool
will be created without Oracle VM Servers or a storage repository once the “OK” button is selected.
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Figure 37: Completed “Create Server Pool” dialog

Oracle VM Servers can be added to the newly created server pool. Simply right click the server pool

name and select Add/Remove Servers.
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Figure 38: Choose “Add/Remove Servers” from the newly created server pool

Select the Oracle VM Servers that will be included in the server pool as shown in Figure 39 below
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Figure 39: Select Oracle VM Servers that will be part of the server pool

The Oracle VM Servers will move from the unassigned folder and appear under the server pool name

in the navigation tree.
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Figure 40: Oracle VM Servers added to the navigation tree for the server pool

The server pool is almost completed and just needs a storage repository.
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Create Storage Repository

Create Server Pool

Use Oracle VM
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The final step in the process of creating a server pool is to assign an NFS mount to act as the

centralized storage repository where all the Oracle VM guest files, templates and other resources will

reside for the entire server pool.

Select Storage for Repository

Select the Repositories tab and then choose the Create Repository icon on the management pane

toolbart just under the tab.
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Figure 41: Choose the “Repositories” tab from the management pane and select create repository icon

Add an easy to remember Name for the storage repository, choose Network File Server for the
Repository Location and then select the magnifying glass icon to bring up the Select Network File

System dialog box.
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Figure 42: Choose “Network File System” to select an NFS mount to use as the storage repository

Use the Select Network File System dialog to choose the NFS export that was created much eatlier for
use a storage tepository as shown in Figure 43 below.

Figure 43: Select the NFS mount to use as the storage repository from the remaining choices in the wizard

Add an optional Description and choose OK.
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Figure 44: Choose OK from the completed dialog box for “Create Repository” wizard

At this point, the storage repository has been created, but is not yet assigned to any server pool. So,

the final step in creating a server pool is to assign the newly created storage repository to the Oracle

VM Servers that will need access to the centralized storage. To assign a repository to the Oracle VM

Servers, select the newly created storage repository, then choose the Present-Unpresent Selected

Repository icon (up/down green arrow) from the toolbar just below the repositoties tab as shown in

Figure 45 below.
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Figure 45: Oracle VM Manager displays the newly added storage repository
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Assign Storage Repository to Oracle VM Servers

Select the Oracle VM Servers as shown below, then choose OK.

OQACLE VM Manager

Vew v Toos v Actons v Hep v
d d ae

i Present this Repository to Server(s)

Present this Repository to Server(s)

Servers. Present to Server(s)

Figure 46: The final step is to select the Oracle VM Servers where the storage repository will be mounted

The storage repository will now show the Oracle VM Servers it is assigned as shown in the Server pane

whenever a storage repository is selected in the Repositories tab
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Figure 47: Showing a completed server pool

Next Steps

The task of creating the Oracle VM Setver pool should now be completed. We will now move on to

the last major phase of this tutorial by creating a single Oracle VM guest.

39



White Paper — Oracle VM Quick Start Guide

Create Oracle VM Guest

The Oracle VM cluster is now ready for Oracle VM guest images to be created. A standard Oracle VM
guest template will be used to create an Oracle VM guest in this tutorial.

Import Oracle VM Guest Template

Create VM Guest
Use Oracle VM
manager Lo import
Oracle VM tamplate

You should have downloaded a Oracle VM template to a location on a web server as part of the last

step in the “Prepare for Implementation” phase much eatlier in the tutorial. The template can now be
“imported” (copied) into the Oracle VM template directory from the location where you put it on the
site specific http server. This process will copy the file to the Oracle VM template directory on the
server pool’s storage repository.

To begin, select Server Pools in the navigation tree, then chose the Templates tab as shown in Figure
48 below.

Home Help About Logout

ORACLE" vM Manager Logrin e

View » Tools v Actons v Heb v

didlae

ServerPools \ _Repositories TR L Events W

Templates

vews & 2 R Server Pools
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Configuration Networks & Storage
Configuration
Processor Cap: Boot Order
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~! Jobs

Description [status [Message I Abort
o Home ‘
| rercvare ]

< >

s Jovs !
Copyright © 2007, 2011 Orade and/or its affilates. Al rights reserved. Orade VM Manager 3.0

Figure 48: Select Templates tab

Select the Import Template icon from the tab toolbar to open the Import Template dialog box shown
in Figure 49. This process essentially copies the Oracle VM template from a http server to the storage
repository using wget.

Choose the storage repository, enter the URL of where the Oracle VM template is located and choose
a Server to accomplish the task. Choosing one of the Oracle VM Servers is essentially assigning a
server to act as a temporary utility server charged with copying the Oracle VM template from the web
server to the storage repository. This is a dynamic and temporary assignment of the Oracle VM Server
only needed for this one task.
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Figure 49: Showing the Import Template dialog box

The import process will take several minutes to complete.
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Clone Oracle VM Guest Template

Create VM Guest

Use Oracle VM
manager to clone
Oracle VM template

Oracle VM guests are created by cloning a Oracle VM template to create the guest image. The Oracle

VM template for Oracle Linux can be cloned once the template has been imported to the Oracle VM
template directory within the storage repository. The process of cloning copies the image of the
template from the template directory on the storage repository to the Oracle VM guest image directory
and extracts all the files associated with a running Oracle VM guest and modifies the vm.cfg file.
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Copyright © 2007, 2011 Orade and/or its affliates. All rights reserved. Orade VM Manager 3.0
Figure 50: Select the Clone Template from the Templates tab

Start the cloning process by selecting the Server Pools folder in the navigation tree from the Home
navigation pane, then choosing the Clone Template icon from the Templates tab as show in Figure
50 above.

The Clone Virtual Machine or Template dialog box show in Figure 51 allows you to add a user
friendly, meaningful and easy to remember name for your Oracle VM guest name, a description of the
guest image and assign the Oracle VM guest to a particular server pool. In this case, you will assign the
Oracle VM guest to the only server pool that exists at the moment.
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Figure 51: Cloning a template to create an Oracle VM guest

The Oracle VM guest will temporarily appear in the Unassigned Virtual Machines folder in the
navigation tree while the cloning process is running.
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Figure 52: Interim status of Oracle VM guest while the cloning process is running

The cloning process will take quite a few minutes to complete since it is copying the files and updating
the vm.cfg file.

The Oracle VM guest image will be moved to one of the Oracle VM Server folders within the assigned

server pool folder once the cloning process has completed as shown in Figure 53 below, but it will not
be started.
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Home Help About Logout
Loggedinas admin

RACLE VM Manager

View v Tools v Actons v Hep v

d/7PEZOOCHEFAIX QO
o

] Home Info
V(3 server Poos ») Configuration
e o ¥
‘ﬁuﬁvw\ ePodl Name: MyOVMGuest1-OL5.6 ~
- MyServer3 ID: 0004000006000/ 75 1e8b6 2b6bed 48
MyServer2 .
e A Oracie VM guest running Oracle 0
Descripti
VHR Myserver: Description: sx 5.6
.
S s: Stopped se Type: Default
(3 Unassigne Operating System: None: .
< 3
| Networks & Storage
[Ethernet Network [Repository
00040000 1200008654760939e8503.mg  MyStorageRepository 1
< >j < >
—=J -

o] Home: ! Jobs
Descriotion

Copyright © 2007, 2011 Orade andjor its affiiates, All rights reserved. Orade VM Manager 3.0

Figure 53: The completed Oracle VM guest is automatically started on a random Oracle VM Server in the server pool
We can take a moment at this point to edit the configuration of the Oracle VM guest before it is

started as explained in the next step.
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Edit Oracle VM Guest Configuration

Use Oracle VM

manager to edit
configuration of a
Oracle VM guest

The Oracle VM guest configuration will now be changed to enable live migration through the High
Availability feature of Oracle VM. This feature allows Oracle VM guests to automatically move from
a failed Oracle VM Setver to another viable Oracle VM Server. It also allows you to migrate Oracle

VM guests manually for server maintenance or any other reason such as adjusting

Create VM Guest

performance/utilization of Oracle VM Servers.

Open the Edit Virtual Machine wizard by right clicking on the Oracle VM guest name in the navigation
tree and selecting Edit Virtual Machine from the menu.
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Figure 54: Enable high availability

The Edit Virtual Machine is a wizard that modifies the vm.cfg file of the Oracle VM guest image and
will allow you to change many aspects of the Oracle VM guest configuration. For the purpose of this
tutorial, we will only enable the high availability feature for the Oracle VM guest by checking the
Enable High Availability checkbox. Accept the change by selecting the Finish button.
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Start Oracle VM Guest

Create VM Guest

Use Oracle VM
manager to start a
Oracle VM guest

We will now start the Oracle VM guest once the high availability feature has been enabled. Simply
right click on the name of the Oracle VM guest from the navigation tree and select Start. We can
observe the progress of the startup once the Oracle VM guest begins to start by opening a console

session.

Simply right click on the name of the Oracle VM guest and select Launch Console as shown in Figure
55 below.
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Figure 55: Open a console for the Oracle VM guest to ensure it started correctly

You will be prompted for the user name and password to open the console session. This is the same

user and password you used to log into the Oracle VM Manager user interface.
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Figure 56: Provide the same user name and password used to access Oracle VM manger user interface

The Figure below gives you an idea of what the console session will look like once it starts.

B MyOVMGuest1-015.6
Ol ' nas adun
Disconnect | Options | Clipboard | Record | Send Cti-at-Del | Retresn

P x Server r 5.6
o [Kernel 2.6.1 8.8.8.8.1.e15xen on an i686

il Homd]
N | 1cp-cosprings1-2f 1-east-18-148-46-245 login:

a

Figure 57: Showing a console session for the Oracle VM guest that was just created

You can close the console session at any time.

47



White Paper — Oracle VM Quick Start Guide

Migrate Oracle VM Guest

Create VM Guest

Use Oracle VM
manager to migrate
a Oracle VM guest

The final task is to ensure our Oracle VM cluster is fully functional by performing a live migration of
the Oracle VM guest that was just created.

ORACLE’ vM Manager

Yew » Tods v Actons v teb v
d /7PBZOGp BV BX A

Home o Migrate Virtual Machine
V3 serverPocs
vV @ Myseverpodl Migrate Virtual Machine: MyOVMGuest1-0LS.6 E a
S b
B ysevez Select a target to migrate to: 2098
v 3 @ Myserver3 po
W e OMyserver2 50
MyOVMGuest1- Defauit

(33 Unassigned Virtual Machines. ~

MyStorageRepositoryl

£ oo |
="
| ¥30bs
Descrotion [status | Abort. | oetais
st OVMGUestIOLS.6 Campleted _sbort |

Figure 58: Testing an Oracle VM guest to ensure live migration works correctly

Note that a lock icon appears on the names of the Oracle VM Servers where the Oracle VM guest is
currently running and the Oracle VM Server where the Oracle VM guest is migrating.

Home Help About Logout

ORACLG VM Manager ggedinas  admin

View v Tools v Actons v Help v
d 7> ER208 40
o o

V (3 server Pools

Configuration
v R myserverpod Name: MyServer1 Maintenance Mode: Off
> avyseves 1D 44:45:4¢:4¢:43:00: 10:37:80:4d:b 1:00: 4 4¢:38:31 1P Address: 10.196.36.91
B vyseve2 Version: 3.0-547 Processor Speed (GHz): 3.19
Status: Running Memory (GB):8
(3 Unassigned Virtual Machines Mgmt MAC Address: 00:14:22:16:65:58 Domi) Memory (MB): 576
Processors: 4 FiberChannel Ports: 2
| Ethemet Ports: 4 Network Faiover Groups: 1
| SCs1 Ports: 1 Ownership: Owned by You
< s >
= —T
il e || 2008
B recdvare | Descriotion [Status [Message [ abort Detals
g Joos Mgrate VM MyOVMGuest1-OLS.6 to server MyServer3 InProgress Abort Detais

s affiiates. Al ri VM Manager 3.0

Figure 59: Interim status while Oracle VM guest is migrating to another Oracle VM Server

48



White Paper — Oracle VM Quick Start Guide

The Oracle VM guest should appear under the Oracle VM Server where it is running in the navigation

tree.
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Figure 60: Successful migration of Oracle VM guest

Congratulations! The Oracle VM environment is successfully completed one the Oracle VM guest
successfully migrates to another Oracle VM Server in the server pool.

Conclusion

At this point, the tutorial has been completed and the reader should have a good understanding the
process for creating a full implementation of an Oracle VM environment. There are many important
aspects that were not covered in this tutorial that need to be considered. Chief among the things that
were not touched on in this brief document is the need for a disciplined approach to designing and
implementing an Oracle VM environment. A disciplined approach means doing one thing at a time,
making sure it works by thoroughly testing what was just put into place before moving on to the next
step — a classic waterfall design and implementation methodology. Do not leave testing until the very

end; test things as they are implemented.

Thank you for choosing Oracle VM 3 as the foundation of a fully integrated product stack in your data
center. Oracle VM 3 demonstrates Oracle’s commitment to deliver application driven server
virtualization solutions. The new capabilities introduced in Oracle VM provide increased levels of
scalability, manageability, and ease-of-use to help customers make the most demanding enterprise

applications easier to deploy, manage, and support.

The best way to experience all the benefits of Oracle VM 3 is to download the software from Oracle
Software Delivery Cloud at: http://edelivery.oracle.com/oraclevm, and try it out in your environment.

For more information about Oracle’s virtualization, visit www.oracle.com/virtualization.
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Appendix A: Register Storage, Option 2 using iSCSI

Create Server Pool
Use Oracle VM
manager to register
storage as a
resource

Figure 61: lllustration showing relative position of the material covered in this section within the overall process flow

The above process flow shows where this section appears in the overall process flow for creating a
server pool. This section assumes the reader has already completed the other four steps in the Create
Server Pool section of this document such as discovering servers, configuring network resources and
creating a pool of MAC addresses. The reader should be at the point of Registering a Storage Array as

shown in the process flow above.

Critical Notes About the Process

This document does not attempt to explain iSCSI concepts and it is assumed the reader is already
familiar with iSCSI concepts and terms. The reader should know the difference between an iSCSI
target (storage array) and initiator (client)and well as what the terms IQN and nodename represent.

Please keep this tutorial simple by creating and presenting only the two basic LUNs needed to
complete the tutorial: (a) the server pool file system, and; (b) the storage repository as discussed in the
Prepare Centralized External Storage section on page 5 of this document.

The process of registering iSCSI storage array is currently a back and forth affair where
you configure some things on the Oracle VM Servers using Oracle VM Manager, then
configure some things on the storage array responsible for serving iSCSI to your Oracle
VM Servers and finally back to Oracle VM Manager to complete the task registering a
storage array.
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Registering iSCSI Disks in Oracle VM Manager

Register iSCSI Array
Gather initiator Create and Present Register Storage Configure Access Refresh Storage Rename LUNs for
names from servers | LUNs to Array Group Array easy D (optional)
Oracle VM servers Storage Array Oracle VM manager Oracle VM manager Oracle VM manager Oracle VM manager

Figure 62: Process flow for registering iSCSI storage array

The process flow for registering external iSCSI storage is illustrated in Figure 62 above shows the
specific step we will progress through in this section to configure iSCSI storage for this tutorial.

Gather Initiator Names from Oracle VM Servers

You will need to give your storage administrator the initiator names (IQN) from each of the Oracle
VM Servers. The initiator names can be found on the Oracle VM Setvers in a file named

/etc/iscsi/initiatorname.iscsi as shown in Figure 63 below.

Figure 63: Cat /etc/iscsi/initiatorname.iscsi on each Oracle VM Server

Create and Present iSCSI LUNs to Oracle VM Servers

You will need to request that your storage administrator create the two LUNSs for the pool file system
and storage repository as discussed in section Prepare Centralized External Storage on page 5 of

this document. Your storage administrator will present the LUNs to each of the initiator names found
in the previous step. Once this step is completed, you will be able to move onto the next step which is

to reg1ster the storage array.

Register Storage Array

Once the iSCSI LUNSs are ready and presented to all of the Oracle VM Setvers, the next step is to
Register Storage Array by right clicking the Storage Arrays folder in navigation tree on the Storage
Tab of the Hardware View as shown in Figure 64 below. The key is to create a new storage array

rather than use cither of the default “Unmanaged” arrays.
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Figure 64: Right click and select Register Storage Array

As shown in Figure 65 below, enter any user friendly name that is appropriate for your environment,
choose iSCSI Storage Server for Storage Type, Oracle Generic SCSI Plugin and finally enter the
hostname or IP address of the storage array where the iSCSI LUNs that have been presented to each
of the Oracle VM Servers reside.
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Figure 65: Enter a name, choose storage, iSCSI plug-in and hostname or IP of the storage array

Select Oracle VM Servers that will play the role of admin server for completing iSCSI management
operations. Admin servers are simply servers that are allowed to execute Oracle VM agent transactions
on behalf of the Oracle VM Manager — the more the better.
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Figure 66: Select Oracle VM Servers to act as admin servers for managing iSCSI disk operations

Configure Access Group

At this point, we have only told the Oracle VM Manager that an iSCSI array exists; we have not actually
created or established any connection between the Oracle VM Servers and the iSCSI array. It is
important to note that the process of registering an iSCSI array does not discover any iSCSI LUNSs, so
don’t expect to find any LUNSs yet. The process of configuring an access group is responsible for
creating the iFace definitions on the Oracle VM Servers and establishing a session between initiators
(Oracle VM Servers) and the target (iISCSI storage array). To add an access group, simply navigate to
the Default access group found under the folder for the iSCSI storage array you registered in the
previous step. Right click on the Default access group object in the navigation tree and select Edit

Access Group as shown in Figure 67 below.
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Figure 67: Navigate to Access Groups folder and select Edit Access Group to create an access group for the storage
array
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Select the initiator names for all Oracle VM Servers. These are the same initiator names you gave to
your storage administrator in the first and second steps of this section. Once you select OK, the
Oracle VM Manager will instruct the Oracle VM agents on each Oracle VM Servers to create the
default iface record and establish a working session by logging into target.
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Figure 68: Select initiator names from all Oracle VM Servers

You should now see the fully configured access group as shown in Figure 69 below once the access
group creation has completed. The iSCSI LUNs will not be accessible until the next step of refreshing

the storage array is completed.
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Figure 69: Completed access group

Refresh Storage Array

This will discover the actual LUNs and make them available to the Oracle VM Manager. Highlight the
folder of the iSCSI storage array you created, then right click and select Refresh Storage Array.
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Figure 70: Select Refresh Storage Array

The iSCSI LUNSs will be discovered and made available to the Oracle VM Manager as shown in Figure
71 below under the Generic_iSCSI_Volume_Group under Volume Groups of the iSCSI array you
registered. The LUN names that appear will likely be different than what is shown below since they are
named using whatever your storage vendor uses to identify their LUNs.

TIP: Please note that if the iSCSI LUNs don’t all appear under the Generic_iSCSI_Volume_Group
folder, please also look in the Unmanaged iSCSI Storage Array folder. Sometimes the LUNs appear
under the default generic unmanaged iSCSI storage array folder when they have not been presented
correctly from the iSCSI array you registered.

ORACLE" vM Manager

[Status [Message oort

Figure 71: iISCSI LUNs as they might appear after the refresh has completed

You may now move to the final optional step in this section or turn back to the next step in the overall
process which should be the Create Server Pool section on page 32 of this document.
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Rename LUNSs for Easy Identification (optional)

Renaming the LUNs to use an easy to remember name will help you keep the use and role of the LUN
straight in subsequent steps in the overall process flow in the rest of the tutorial contained in this
document. Simply right click on each LUN shown in the Generic_iSCSI_Volume_Group (which
also be renamed by-the-way) under Volume Groups of the iSCSI array you registered and then select
Edit Physical Disk.

ORACLE’ v Manager

.

Sun (1)

v mapper /16009800056 72443156 506560 43502652

oyt 2107, 2011 Crede o s el N v esrves, Orde W roer 30
Figure 72: Select Edit Physical Disk to change LUN names

Simply change the existing generic name of the LUN in the dialog box (not shown) to something that
makes sense in your environment — this will be just like the other property dialog boxes in other steps

you’ve already accomplished.

011 Orade andor s afflates. Al rghts reserved. Orade VM Manager 3.0

Figure 73: LUN names should look something like the above (actual names are up to the reader)

The LUNSs should now look something like the screen shot shown above. You may now turn back to
the next step in the overall process which should be the Create Server Pool section on page 32 of this

document.
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Appendix B: Register Storage, Option 3 using FCP

Create Server Pool
Use Oracle VM
manager to register
storage as a
resource

Figure 74: lllustration showing relative position of the material covered in this section within the overall process flow

The above process flow shows where this section appears in the overall process flow for creating a
server pool. This section assumes the reader has already completed the other four steps in the Create
Server Pool section of this document such as discovering servers, configuring network resources and
creating a pool of MAC addresses. The reader should be at the point of Registering a Storage Array as

shown in the process flow above.

Critical Notes About the Process

As a reminder, all of the following activities related to Oracle VM 3 are accomplished using Oracle VM
Manager. There are no tasks that require the user to log into or use the command line on any Oracle
VM Servers.

This document does not attempt to explain FCP concepts and it is assumed the reader is already
familiar with FCP concepts and terms. The reader should know how to create and present LUNs from
a Fibre Channel storage array.

Please keep this tutorial simple by creating and presenting only the two basic LUNs needed to
complete the tutorial: (a) the server pool file system, and; (b) the storage repository as discussed in the
Prepare Centralized External Storage section on page 5 of this document.

At the time of this writing, only generic Storage Connect Plug-ins are packaged with Oracle VM 3.
This means that the Fibre Channel disks (LUNs) will have to be created and presented to the Oracle
VM Setvers using whatever process the reader currently uses outside of Oracle VM 3. In other words,
log into the external Fibre Channel array, create the LUNSs as discussed in the Prepare Centralized
External Storage section of this document and finally present or map the LUNs from the array to the
Oracle VM Servers. All of this work is done on the storage array and there is no need to log into any
of the Oracle VM Servers. Return to this document once the work has been completed on the storage

array.
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Registering Fibre Channel Disks in Oracle VM Manager

Register Fibre Channel Array

Create and Present Reboot all Oracle VM Ensure LUNs are Rename LUNs for

FCP LUNs to Servers seen by Manager easy |D (optional)
Servers
Storage Array Oracle VM servers Oracle VM manager Oracle VM manager

Figure 75: Process flow for registering FCP storage array

The process flow for registering external Fibre Channel (FCP) storage illustrated in Figure 62 above
shows the specific steps we will progress through to configure FCP storage in this section.

Create and Present FCP LUNs to Oracle VM Servers

The Fibre Channel LUNs must first be created on the Fibre Channel storage array and presented to
each Oracle VM Server using the World Wide Port Name (WWPN). The method for creating and
presenting FCP LUNs to Oracle VM Servers is beyond the scope of this document. Contact your
storage administrator for further help.

Reboot all Oracle VM Servers

You must reboot the servers after the Fibre Channel LUNs have been created and presented to the
Oracle VM Servers by your storage administrator. The Oracle VM Servers can be restarted using
Oracle VM Manager as shown below in Figure 76.
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.
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B> Start Server Ethernet Ports: 4 FiberChannel Ports: 2
Wstos ISCST Ports: 1 Network Failover Groups: 1
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‘& Restart Server
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(B Upgrade Server
HKoelete
@ Eind
>/ Advanced
=1
! Jobs
Description |status |Message | Abort [ Details |
=", Refresh Storage Array MyStorageArray Falled (09/06/2011 07:39:13:215 PM) OVMAPT_ Abort Details b
4] Home } =
o Add Storage Initiator ign. 1988-12.com.oracle: 37202422¢ebb t Completed Abort Details
B Herdware
Add Storage Initiator ign. 1988-12.com.orade:b3ch 2637194 t« Completed Abort Details
s Jobs i f i

2007, 2011 Orade and/or its affiliates. All rights reserved. Orade VM Manager 3.0

Figure 76: Restart servers
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Ensure FCP LUNs are Visible in Oracle VM Manager

Fibre Channel (FCP) is a little different from the other two storage protocols because the Register
Storage Array process is not used. This is because any Fibre Channel disks that are presented to
servers are automatically discovered during the boot process of a Oracle VM Server. Essentially Fibre
Channel disks are just “there” as if they were internal disks. After discovering servers in the first step
of the Create Server Pool section, the disks should be visible on the navigation tree of the Hardware
View storage tab under the Unmanaged FibreChannel Storage Array folder as shown in Figure 77
below; there should not really be anything for the reader to do in order for Oracle VM Manager to see
the disks.

Home Help About Logout

ORACLE" vM Manager Logoedinas  acdun
View + Tools » Actons v Heb v

R

& Hardvare storage Arrays TN

[ i e 3R

Fie Servers

Name.

Alocated
N/A

>

Message Abort Detals
Detais fad |
Detals ‘ i
¥ |

d Home
B Herdnare

s Jobs )

Copyright © 2007, 2011 Orade and/or its affliates. Al rights reserved. Orade VM Manager 3.0

Figure 77: Fibre Channel LUNs should be automatically discovered within the Unmanaged FibreChannel Storage
Array folder

If the LUNSs do not simply appear under the Unmanaged FibreChannel Storage Array, then there is
a problem such as the Fibre Channel HBA settings on the Oracle VM Servers are not correct, the zone
or zone configuration is not correct on the Fibre Channel switches or the configuration is not correct
on the Fibre Channel storage array. Trouble shooting Fibre Channel issues is very complex and

beyond the scope of this document.

Keep in mind that there is nothing that needs to be configured on the Oracle VM Servers to enable the
use of Fibre Channel LUNSs. If anything is wrong on the Oracle VM Servers it will something like the
Fibre cable is not connected to the HBA or the Fibre Channel HBA is not configured correctly at the

firmware level.

Rename LUNSs for Easy Identification (optional)

The final optional task in this section will be to change the names of the Fibre Channel disks to make it
easier to ascertain their purpose or role in subsequent steps. Simply select each disk in turn in the
navigation tree and right click to choose Edit Physical Disk from the menu and change the names of

physical devices to something more meaningful as shown in Figure 78 below.
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Figure 78: Right click to select Edit Physical Disk

Associating particular LUNs as presented in the manager to the actual underlying LUN on the storage
array involves some investigation that is beyond the scope of this document, so just use the difference
is LUN sizes to determine which LUN is intended for the pool file system and which one is the storage
repository. Use the dialog box show in Figure 79 below to add any friendly name of your choice that
describes the role of the selected LUN, such as “Repository”.

Figure 79: Change the name of the Physical Disk to make it easier to identify in subsequent steps

The LUNs should now look something like the screen shot shown below.
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You may now turn back to the next step in the overall process which should be the Create Server

Pool section on page 32 of this document.
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Appendix C: Create a Server Pool Using Local Disk Only

Create Server Pool

Use Oracle VM Use Oracle VM
manager to create manager (o create
Oracle VM server storage repository
pool

Figure 80: lllustration showing relative position of the material covered in this section within the overall process flow

The process of creating a single node server pool using local disk diverges quite a bit from the
processes used to create a server pool using NES, iSCSI or FCP. So, all remaining steps for creating a
server pool are covered in this appendix. The reader will still need to complete the process of creating
an Oracle VM guest once all the tasks in this appendix have been completed — see Next Steps at the
end of this appendix for more detail.

Local disk is made available during the server discovery process so there is no need to register storage
as with NES or iSCSI. The key to this process is to create a non-clustered server pool.

Critical Notes About the Process

Local disks must contain no partitions. The process of creating a server pool using local disk will fail if
a local disk has a partition. All partitions should have been cleared during the installation of Oracle
VM Server. If not, then you should be able to remove any existing partitions and/or file systems using
Oracle VM Manager. This process is not covered in this document since it is assumed any partitions

would have been cleared during the installation of Oracle VM Server.

Using local disk as a storage repository is extremely limited in scope and precludes the use of any
Oracle VM high availability features including Live Migration or the reassignment of the master server

role.

Keep in mind that a non-clustered server pool still requires a Virtual IP. The Virtual IP is used by the
Oracle VM Manager to designate the first Oracle VM Server as pool master server. However, the
Virtual IP is only assigned to the very first Oracle VM Server and is never moved to any other Oracle
VM Setver in a non-clustered server pool. So, although Oracle VM will allow you to add multiple
servers to a non-clustered server pool, the Oracle VM manager will not be able to manage any

remaining servers if the one and only master server fails.

Oracle VM provides the capabilities and tools to allow different organizations to shape solutions that
fit the needs of their business requirements. Although not a best practice, Oracle VM 3 has the
flexibility to manage a single node server pool using only local disk on each Oracle VM Server or even
utilize a mixture storage technologies with some Oracle VM Servers using local disk while others (or

all) in the same setrver pool use shared, centralized external storage.
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Create the Server Pool

The first step is to create a non-clustered server pool. A non-clustered server pool does not require a
server pool file system which is the key to creating a server pool using local disk. Ensute the Home
view is displayed, then right-click the Server Pool folder and select Create Server Pool from the
menu.
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Figure 81: Select Create Server Pool to begin the process

Add a Server Pool Name, Virtual IP (still required even with a single node server pool) and uncheck
the Activate Cluster box as show in Figure 82 below.
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]

i
i
'
i

Figure 82: Dialog box for the Create Server Pool wizard
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It is important to uncheck the Activate Cluster box in the Create Server Pool wizard. It is not
possible to use local disk for the pool file system, so the pool file system buttons will become
unavailable once the Activate Cluster box has been unchecked as shown in below.

* Virtual 1P [ 10.196.36.105
Keymap [en-us Engish, United States) 81

Secure VM digrate [

Activate Custer [
Type of Pool File System  Network File System
(Global Heartbeat) Physical Disk.

e —

Figure 83: Create Server Pool dialog with Activate Cluster box unchecked

The server pool is initially created without any servers or storage repositories. Figure 84 below shows
an example of what the completed server pool should look like at this point in the process.
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Figure 84: Showing a completed server pool with no Oracle VM Server yet

Add an Oracle VM Server to the Pool

The next step in the process of creating a server pool using local disk is to add the Oracle VM Server
to the server pool. This step makes the local physical disk visible to the Oracle VM Manager so the
storage repository can be created in a later step. Do not skip this step or the Oracle VM manager will
not be able to display any local disks to use for the storage repository in later steps.

Begin by highlighting the setver pool, right-click and select Add/Remove Setvers from the menu as
shown in Figure 85 below.

66



White Paper — Oracle VM Quick Start Guide

ORACLE" vM Manager so0edin as

_ Vew - Tooks ~ Actions el +

il /7RaX Q@

] Home
V(1 Server Pods
D [Fiyserverpool! —
 MyServerpool Secure VM Migrate:No
(2 Unassigned Vetuair ol Create yrtual Machine Diriart PoolFike System:
D1 0004/0000020000800 38e 191045367 Pool e System Storage
Server Count: 0 Devices
Custered:No Pool Fle System Type:
Master Server: Pool Fie System
i Onnershp:
Virtual IP: 10.186.36. 105 e
Fie Servers:
|
. ——— S — E— R ———————" ®
. Jobs
[Descripton [status IMessage I Abort [ oetais
(Create server Pool MyserverPool Completed Abort Dewis | 4
o Server 10,196.36.91 Completed Abort Detais
T T— - e S W ook A

Figure 85: Select Add/Remove Servers to add the server to the pool

Select and move the Oracle VM Server to the Selected Setvers box as shown below in Figure 86, then
choose OK.

Figure 86: Select only one Oracle VM Server to add to the pool

The next screen shot in Figure 87 below illustrates the server pool as it should look at this point in the
process before the storage repository is added in the last step of the creating a server pool using local
disk.
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Figure 87: Showing server pool with one Oracle VM Server

Create the Storage Repository

The final step in the process will include creating a storage repository using the local disk that should now be visible
once the previous step has been completed. Highlight the Server Pools folder in the navigation tree then select the
Repositories tab. Select the Create Repository icon from the Management Pane toolbar just below the tab as shown
in Figure 88 below.
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Figure 88: Select the Create Repository icon from the management pane toolbar
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Add a repository Name, select the Physical Disk radio button and then select the Physical Disk
browse icon to choose a local disk for the repository.

Figure 89: Add a repository Name and physical disk using the Create Repository wizard

The Select Physical Disk dialog will allow you to choose a local physical disk to use for the storage
repository. It is normal not to see any local physical disks when the dialog box opens initially as
shown in Figure 90; local physical disks will be displayed once the correct “storage array” is selected
from the combo box.

| storage ey [Umansged ST Storage Aray ¥ Voume Groww -
Sze(G3) Friendly tame

Figure 90: The Select Physical Disk dialog box does not show any disks normally
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Pull down the Storage Array combo box and select the “Generic Local Storage Array @
MyServerl” (your server name may differ). This action will display all disk drives that are local to the
Oracle VM Server. Simply select a disk to use for the repository and then choose OK to complete
the selection.

Create Repository: Select Physical Disk L]

[ storage aey [Generc toca Siorage Avray G VomeGoup [ v |
i Name

Figure 91: Choosing the physical disk available on the Oracle VM Server

The following screen shot shows all the required fields populated with the choices needed to create a
repository using local disk. Simply choose OK to complete the create repository task.

[ create Repository

Create Your Repository
*tame [MyRepostory
*Repository Location O Network Fle Server @physicalDsk | -
* Server Pool | MyServerPool ¥ ohyscal dskin 2 local storage amay.
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70



White Paper — Oracle VM Quick Start Guide

Figure 92: Showing the Create Repository wizard with all required information

The last step is very important and includes assigning the repository to the Oracle VM Server
containing the local disk that was used to create the repository. Simply highlight the newly created
repositoty in the management pane then select the Present/Un-Present Selected Repository icon
from the Management Pane toolbar just below the tab as shown in Figure 93 below.
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Figure 93: Showing the newly created repository with no assigned server yet

Select and move the Oracle VM Server from the left pane to the right pane and choose OK to
complete the selection and assignment of the repository to the server.
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Figure 94: Select server to present to the repository
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The completed storage repository should look something like the screen shot below. Note that the
Oracle VM Server name appears in the Server pane to the far right of the screen shot when the
repository name is highlighted in the Management Pane.
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Figure 95: Showing completed server pool with repository assigned to the server

This last step completes the entire activity of creating a basic serve pool using a local disk from a single
Oracle VM Server.

Next Steps

You should now have a completed single node server pool using local disk. The next step is to create
an Oracle VM guest following the instructions found in the Create Oracle VM Guest section
beginning on page 40 of this document.
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